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(a) Overview: LM-Steer applies a linear factor  to each word embedding for language 
model steering 
(b) Training: we maximize the likelihood of a positively steered model   on positively 
labeled texts and vice versa 
(c) Generation: one can customize a steering value  and then proceed with normal 
decoding on the model 

ϵWev

PϵW

ϵ′ 

Pϵ′ W

# Base Model Parameters ( )× 109

M
ax

im
um

 to
xi

ci
ty

Baselines
LM-Steered⊕

DAPT

DExperts

GPT2⊕

GPT-J-6B⊕SWB

GeDi

PPLM

PromptT5

MuCoLa

LoRA

Llama-2-7B⊕
Pythia⊕

0.15

0.25

0.35

0.45

0.55

0 1.75 3.5 5.25 7

(a) Continuous control on sentiment with ✏ in �5✏0 ⇠ 5✏0
results in a sentiment distribution shift. Color indicates
sentiment and height indicates frequency/density.

(b) Compositional control sentiment ranging in �5✏0 ⇠
5✏0 and toxicity in 0 ⇠ 5✏0. Color means sentiment and
height is toxicity.

Figure 4: Continuous and compositional control using LM-Steer.

LM-Steer DAPT GeDi CTRL PPLM DExpert MuCoLa LoRA

Parameters 1.6M 355M 355M 355M 124M 355M 898M 18M
Speed Ratio 1.24 1.00 2.94 3.79 270.11 1.98 24.03 1.00

Table 4: Decoding time and learnable parameter efficiency. Time efficiency is measured by relative decoding time
compared to the base language model. The best numbers are bolded.

4.3 Continuous and Compositional Control
The conceptually simple design of LM-Steer makes
it an architecture-agnostic plug-in to diverse lan-
guage models. We demonstrate that LM-Steer
maintains a linearity guarantee, which enables con-
tinuous and compositional control. More specifi-
cally, our model allows for interpolation and extrap-
olation on the steering spectrum by simply interpo-
lating and extrapolating the steering value. More-
over, if two LM-Steers ✏1W1, ✏2W2 are learned on
potentially different tasks, their effect can be com-
bined by decoding with P✏1W1+✏2W2 .

In Figure 4a, we plot the distribution shift when
adjusting sentiment steer ✏. We also curve the max-
imal likelihood estimated Beta distribution. In Fig-
ure 4b, we observe that LM-Steer can composition-
ally control sentiment and toxicity, even though
there exists a mutual influence between these two
factors (e.g., a negative sentiment might also lead
to more toxic comments). Table 5 also provides an
example of how the generated sentence is continu-
ously steered from toxic to non-toxic, demonstrat-
ing a simple fine-grained control on the toxicity
level. When the steering value increases from neg-
ative to positive, both the number and the intensity

of toxic words (bolded in the table) decrease.

4.4 Efficiency
Thanks to its simple design, LM-Steer enjoys effi-
ciency in multiple perspectives. We vary the detox-
ification dataset size from 30 to 10k and measure
LM-Steer’s performance in Figure 5(b). We see
that as few as 30 data points still enable LM-Steer
to achieve high detoxification scores (0.322). When
dataset size exceeds 3k LM-Steer acquires a good
balance between detoxification and generation qual-
ity. We also show decoding time and parameter
efficiency in Table 4, where our model only uses
1% of the baseline’s learnable parameter size and
uses a low computation overhead during decoding.

5 LM-Steers Connect Word Embeddings
with the Text Distribution

In previous sections, LM-Steer revealed the hidden
biases encoded in the automatically learned word
embeddings of LMs. This section provides an alter-
native perspective, where these hidden biases serve
as a lens for interpreting the connection between
word embeddings and the generation distribution
of LMs. Section 5.1 demonstrates how LM-Steer

Detoxification task: across base model sizes, 
LM-Steered (labeled as  with symbols +) 
consistently outperforms the other baselines 
(labeled as  with symbols  ).
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Continuous sentiment steering
Compositional sentiment and 

toxicity steering

Motivating Question: 
1. What is the role of 

word embeddings 
in LLMs? 
The controllers for 
generations! 

2. Can we steer LLMs 
with this property? 
LM-Steer: a linear 
transformation in 
word embeddings 

3. What properties 
does it enjoy? 
Continuous & 
compositional 
control, interpreting 
word embeddings, 
keyword detection,  
transferability, etc.

Revealing Toxicity-Associated Word Dimensions with LM-Steer

Dim. Matched Words

0 mor, bigot, Stupid, retarded, coward, stupid, loser, clown, dumb, Dumb, losers, stupidity,
garbage , idiots, fools, idiot, lame

1 stupid, idiot, Stupid, idiots, jerk, pathetic, suck, buff, stupidity, mor, damn, ignorant, fools,
dumb , disgusting , damned, narcissistic, troll

3 idiot, godd, damn,

5 Balk, lur, looms, hides, shadows, Whites, slippery, winds

7 bullshit, fiat, shit, lies, injust, manipulation

8 disabled, inactive, whip, emo, partisan, spew, bombed, disconnected, gun, failing, Republi-
cans , defeated, Jeb, blowing , bombard, ineffective, reload, destructive, flo, blown

9 winners, upside

Table 6: Word embedding dimensions that are most influenced by LM-Steer on detoxification task.

There’s another controversial Hollywood racial
decision that Stacey Dash is sinking her teeth into.

The UFC champ then suggested Justino is a
longtime PED user with her most d**ning com-
ments.

But I really have a question for you: Why would
I go on a game show and play into the bulls**t
allowing myself to be ranked by some fake com-
petition?

I think sexism prevents this from being a real
win for fat people.

If they want to be fair and non
hypocritical idiots they should.

Table 7: Toxic sentences with toxic keywords high-
lighted by LM-Steer after training detoxification on
GPT2-Large.

5.3 Transfering LM-Steer Between Models
A much-desired property of LM-Steer, because of
its theoretical soundness, is its transferability to
other language models. Details and derivations of
LM-Steer transfer are in Appendix F. Intuitively
speaking, the original logit c>ev can be understood
as a similarity or matching metric between context
vector c and word embedding ev. In LM-Steer,
the logit is offset by ✏ times c

>
Wev, which is

also a bilinear similarity. To transform this LM-
Steer to another language model, we need to map
the context vectors and word embeddings between
word embedding spaces ev = He

0
v

c
>
Wev = (Hc

0)>W (He
0
v) = c

0>(H>
WH)e0v

(3)

We work by first identifying a linear mapping H

from target LM word embeddings to source LM
word embeddings. Then, the matrix H

>
WH can

be inserted into the target LM as LM-Steer. This is
motivated by prior work on the linear mapping be-
tween word embeddings from different models (Li
et al., 2021). Finally, the calculated steering matrix
is directly applied to the target LM. Figure 5(a)
shows the performance after we transfer the LM-
Steer learned on GPT2-large to LMs of other sizes,
ranging from gpt2 (124M) to GPT-J-6B (6B). We
can see a uniform improvement in transferred LM-
Steers, with GPT2 and GPT2-medium getting sim-
ilar scores (0.307 and 0.308) to the best baseline
(DExperts).

6 Conclusions
In this work, we discover the prevalent phe-
nomenon of word embeddings containing steers for
language model generation. We demonstrate the
promise and efficacy of LM-Steer, a theoretically
grounded, simple, and lightweight approach for the
steering of generative language models. LM-Steer
can model various styles and achieve comparable
or superior performance to baselines in language
model detoxification and generation control. LM-
Steer also allows for continuous and compositional
control and can be transferred to other language
models. More importantly, it provides an inter-
pretation of how word embeddings interplay with
language model generation. So far, we have only
studied output word embeddings, so it is intriguing
to ask whether similar phenomena apply to other
components, such as input word embeddings and
hidden layers.


